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Rook Introduction

Rook is a CNCF open-source project built to deliver storage solution for
Kubernetes leveraging battle-tested open-source storage technologies
including Ceph, which has years of production deployments and runs some of
the worlds largest clusters. Rook is available under Apache 2.0 license.

As containers are ephemeral by nature, without a persistent storage solution,
you can lose your data as container dies. This problem is solved through
persistent storage solutions that can be accessed by Kubernetes applications
and deliver scale, performance and availability required for large data stores
for cloud native environment.

Rook is a great fit to solve the persistent storage problem for containers and
this paper, we demonstrate an easy integration of rook with Nirmata platform
and provisioning of highly available replicated storage.

With Rook you can either build dedicated storage clusters or hyper-converged
clusters where your apps run alongside storage. Rook integrates Ceph with
multiple storage presentations including object storage (compatible with S3
and swift), block storage, and POSIX-compliant shared file system.

Rook efficiently distributes and replicates your data across your cluster to
minimize the risk of data loss. With snapshots, cloning and versioning, no more
losing sleep over your data.

Prerequisites

1. Nirmata Cluster with Kubernetes 1.7+, minimum 3 nodes in a cluster (We are
using Kubernetes version 1.9.4 with 4 nodes).

2. Flex Volume Configuration: Enabled by default with Nirmata (Directory:
"/opt/nirmata/volume-plugins")

3. kubectl: 1.9+ (for setting rook cluster)

4. dataDirHostPath Storage: Path on VM node(host) to store config and data for
rook services (enough to meet container persistent storage requirements);
default is /var/lib/rook

5. Linux packages: rbd-fuse, ceph-fs-common
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Install Linux packages

On Ubuntuy, run these 2 commands as root (or sudo) on each node VM

(] apt-get install rbd-fuse
o apt-get install ceph-fs-common

anubhav@anubhav-k8s-hg-86496:~$ sudo apt-get install rbd-fuse
anubhav@anubhav-k8s-hg-86496:~$ sudo apt-get install ceph-fs-common

Setup your Kubernetes Cluster through Nirmata

1. Setup your Cloud-provider.
2. Setup your container Hostgroup.
3. Setup your Kubernetes Cluster.

Your Kubernetes cluster will look as below -

© dasnboarcs < anubhav-k8s-cluster L

B Aoy EIEW ranagea/visa Crested hours ago by anuthavriemata.com
A Aarms 5 d overview # Persistent Volumes. =Roles ® Activity i Analytics Bl Tasks

% Catalog <
Avalavilty

K2 Environments Since 4 hours ago.
100%

+ polcies

% Clusters B Resources

no alarms,

2 Host Groups
& Cloud Providers
EF Image Registries 5 3

o Settings No application CPU usage

U Mermory State No application memory usage

Configure and deploy operator.yaml

To work with Nirmata version 2.1.0, you need make couple of configuration
changes to operator.yaml file.

Full yaml file is available here - operator.yaml

Modify following parameters in operator.yaml -

Using extensions instead of apps -
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https://docs.nirmata.io/en/latest/CloudProviders.html
https://docs.nirmata.io/en/latest/HostGroups.html
https://docs.nirmata.io/en/latest/Clusters.html
https://github.com/rook/rook/blob/master/cluster/examples/kubernetes/ceph/operator.yaml

nirmata

ainersibn:.extensions/vlbetal
kind: Deployment

Configure flex-volume path for ceph volume-plugins.

— name: FLEXVOLUME_DIR_PATH
value: "/opt/nirmata/volume-plugins/"

Apply operator.yaml to your cluster through “Apply YAML" option in cluster
pulldown menu on top right -

anubhav-k8s-cluster o -
managed / v1.9.4 Createdd (7 Eqit Cluster

@ Overview # Persistent Volumes #2 Roles @ Activity
Aty 20 Aot
Since 4 hours age 1230 1240 1250 1300 1310 1320 1330 1340 1350 1400 1410 1420 1430 1440 1450 1500 1510 1520 1530 1540 1550 1600 16 ontroller YAML
100%
B Resources <] Memory
no alarms

no volumes

Drop your operator.yaml file here or select the file from directory -
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Apply YAML

Drop Kubernetes YAML file here or click to select a file

The selected file must be a YAML file.

Cancel

Use Nirmata shell and run Kubectl command to verify that operator, discover
and agent pods are up and running.

anubhav-k8s-cluster -

EEW  reesedivios preeror)
I Disable Cluster
@ Overview # Persistent Volumes = Roles @ Activity |« Resize Cluster

- Launch Terminal

 Apply YAML
Availability Fri 24 August B Apoly

1230 1240 1250 1300 1310 1320 1330 1340 1350 1400 14710 1420 1430 1440 1450 1500 1510 1520 1530 1540 1550 1600 1610 & roller YAML

Since 4 hours ago
100% 12 & 0 Kubeconf e

B Resources
no alarms

no volumes
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(U /anubhav-k8s-cluster.kubectl.39092

Command: sh

/ #
/ #
/ # kubectl get pods --all-namespaces
NAME STATUS
ingress-nginx default-http-backend-55c6c69b88-rstfx Running
ingress-nginx nginx-ingress-controller-8b995b966-j9dzg Running
kube-system kube-dns-5b8b9%4cdcc-8g5x9 Running
kube-system metrics-server-59bf98b£f47-jm8dd Running
nirmata-cni-installer-6vggw Running
nirmata-cni-installer-nflsc Running
nirmata-cni-installer-nh7rl Running
nirmata-cni-installer-whx5q Running
nirmata-kube-controller-8cb95c7£6-dwpth Running
rook-ceph-system rook-ceph-agent-5l14ps Running
rook-ceph-system  rook-ceph-agent-7dtfv Running
rook-ceph-system  rook-ceph-agent-p7s8p Running
rook-ceph-system  rook-ceph-agent-tsxft Running
rook-ceph-system  rook-ceph-operator-6cbb486cd6-vttm Running
rook-ceph-system  rook-discover-g8wff Running
rook-ceph-system rook-discover-nl573j Running
rook-ceph-system rook-discover-pdmdz Running
rook-ceph-system rook-discover-xlvxk Running
/ #

CO0OO00O000O00 000000000

Configure and deploy cluster.yaml

We modify cluster.yaml for deployment in Nirmata. Cluster.yaml will install in

roo-ceph namespace. Nirmata has construct of environments for applications.
All applications are deployed in an environment. For application level isolation
application namespace is “applicationname-environmentname” and for shared
namespace within an environment, it “environmentname”.

For our purpose, we will deploy cluster.yaml as an application in rook-ceph
environment. You can do that with following steps -

1. Create rook-ceph environment with shared namespace isolation level.
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Add Environment

Name#*

rook-ceph

Cluster#

anubhav-k8s-cluster

Isolation Level*

Namespace per Application

Shared Namespace

Cancel Add

Namespace per Application

Once setup, your environment will look as below -

Environments
Environment Cluster Applications
& akscluster aks-demo2 n
& baremetal diamanti-cluster H

#  rook-ceph anubhav-k8s-cluster no applications

2. Create application “rook-cluster” in application catalog using cluster.yaml as
shown below -

Cluster.yaml file spec -

apiVersion: ceph.rook.io/vlbetal
kind: Cluster
metadata:
name: rook-ceph
spec:
dataDirHostPath: /var/lib/rook
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# The service account under which to run the daemon pods in this cluster if
the default account is not sufficient (OSDs)
serviceAccount: rook-ceph-cluster
# set the amount of mons to be started
mon:
count: 3
allowMultiplePerNode: true
# enable the ceph dashboard for viewing cluster status
dashboard:
enabled: true
network:
# toggle to use hostNetwork
hostNetwork: false
# The requests and limits set here, allow the mgr pod to use half of one CPU
core and 1 gigabyte of memory

# mgr:

# limits:

# cpu: "500m"

# memory: "1024Mi"
# requests:

# cpu: "500m"

# memory: "1024Mi"
# The above example requests/limits can also be added to the mon and osd
components

# mon:

# osd:

storage: # cluster level storage configuration and selection
useAllNodes: true
useAllDevices: false
deviceFilter:
location:
config:
# The default and recommended storeType is dynamically set to bluestore
for devices and filestore for directories.
# Set the storeType explicitly only if it is required not to use the
default.
# storeType: bluestore

databaseSizeMB: "1024" # this value can be removed for environments with
normal sized disks (100 GB or larger)
journalSizeMB: "1024" # this value can be removed for environments with

normal sized disks (20 GB or larger)

# Cluster level list of directories to use for storage. These values will be
set for all nodes that have no ‘directories’ set.

# directories:

# - path: /rook/storage-dir

# Individual nodes and their config can be specified as well, but 'useAllNodes'
above must be set to false. Then, only the named

# nodes below will be used as storage resources. Each node's 'name' field
should match their 'kubernetes.io/hostname' label.

# nodes:

# - name: "172.17.4.101"

# directories: # specific directories to use for storage can be specified
for each node

# - path: "/rook/storage-dir"

# resources:

# limits:

# cpu: "500m"

# memory: "1024Mi"

# requests:

# cpu: "500m"

# memory: "1024Mi"
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# - name: "172.17.4.201"
# devices: # specific devices to use for storage can be specified for each
node
# - name: "sdb"
# - name: "sdc"
# config: # configuration can be specified at the node level which
overrides the cluster level config
# storeType: filestore
# - name: "172.17.4.301"
# deviceFilter: ""~sd."

Create a cluster application in the catalog using above cluster.yaml file -

& Dashboards g
@ Activi
& 32
A Aarms 5
guestbook helloworld
¥ catalog v
+ 3 Running
3 3 workLoos 3 services 7T workLon T service
Applications
Add Application il K. 1B A
Helm Charts = PP
Created 4 months ago by ritesh@nirmata.com Created 3 months ago by jim@nirmata.com
I2 Environments
kafka-cp-dep kafka-single kafka-test
A Policies
% Clusters 2 workLoas 2 services 2 work.oros 3 seraces 3 work.0a0s 5 services
- #1 B- A B ¢ B9 ®- ¢ E3 9
2 Host Groups <
Created a month ago by ritesh@nirmata.com Created 24 days ago by ritesh@nirmata.com Created a day ago by ritesh@nirmata.com

Create Application

To import application manifests click or drop files here

The selected files must be in YAML format.

Cancel

3. Run cluster application in rook-ceph environment and apply role-binding -

Go to environment rook-ceph and click on run an application tab -

Confidential and Proprietary Page 9 of 28



i ta

Qinirmata Bdos  @support  Anubhav Sharma

€ Return to environments list
® Dashboards

rook-ceph -

B Aciiy SRR CoRTERT s ONeiy Created 20 minutes ago o
B Aarms s

@ Applications
% Catalog ¢
B2 Environments
& policies < +

Runan application in ths envirorment

31‘ Clusters

2 Host Groups <

@& Cloud Providers

Choose the rook-cluster application

Run the Application in rook-ceph

rook-ceph
No applications
no descriptions

Run name*

cluster

Catalog Application*

rook-cluster

Run Application

And click “Run Application”.
Import role-bindings into the application -

Here is sample yaml for role-binding and Service Account definitions -

apiVersion: vl
kind: ServiceAccount
metadata:
name: rook-ceph-cluster
namespace: rook-ceph

kind: Role
apiVersion: rbac.authorization.k8s.io/vlbetal
metadata:
name: rook-ceph-cluster
namespace: rook-ceph
rules:
- apiGroups: [""]
resources: ["configmaps"]
verbs: [ "get", "list", "watch", "create", "update", "delete" ]

# Allow the operator to create resources in this cluster's namespace

Confidential and Proprietary Page 10 of 28



kind: RoleBinding
apiVersion: rbac.authorization
metadata:
name: rook-ceph-cluster-mgmt
namespace: rook-ceph
roleRef:
apiGroup: rbac.authorization
kind: ClusterRole
name: rook-ceph-cluster-mgmt
subjects:
- kind: ServiceAccount
name: rook-ceph-system
namespace: rook-ceph-system

# Allow the pods in this namespace to work with configmaps

kind: RoleBinding
apiVersion: rbac.authorization
metadata:
name: rook-ceph-cluster
namespace: rook-ceph
roleRef:
apiGroup: rbac.authorization
kind: Role
name: rook-ceph-cluster
subjects:
- kind: ServiceAccount
name: rook-ceph-cluster

.k8s.io/vlbetal

.k8s.1i0

.k8s.io/vlbetal

.k8s.1i0

Import the above yaml into the application using menu below -

|2 Environments Emironmen £ rookceph ) cluster

cluster

nirmata

L -

Executing L vy

& Workloads 3 Discovery & Routing £ Config & Storage #= Access Contro

Resource Kind

rook-ceph Cluster

Confidential and Proprietary

Pods

Services

B Activity

> Export Application
@iA @ Clone Application
# Download Kubecanfig File
= Edit Access Control
x Delete Application

State
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Import YAML to Application rook-cluster

To import application manifests click or drop files here

The selected files must be in YAML (.yml) format.

Cancel

Import YAML to Application rook-cluster

rookcluster-r...

Remove file

Cancel

Verify that mon and mgr pods are getting deployed. You can verify by checking
events and tasks and by going to cluster shell and running kubectl commands -

Output from Application events and tasks tab -
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& docs suppo Anubhav Sharma
¥ SuccessfuCreate Replicaset rook-ceph-mond 1 08126718, 085319 [ Normal |
@ Dashboards ¢ stared Pod  rookceph-osclid-3-78844b(846-277kg 1 o826715, 0852340 [“Norma |
Pod  roolceph-osdid-3-7884dbi846-277ke 1 omerTE, 0852 [ “Normal |
W Achiy Bo] ookceph o5 1337984061846 27k . oanere 085253 =1
& Aarms 5 Pod]  rook-ceph-osdid-3-7884db845-27ke 1 082618, 085231 [ “Normal |
Pod]  rookcceph-osdid-3-788445(846-27kg ] oR61E, 085231 [ “Norma |
X catalog <
Pod]  rook-ceph-asdd-3-7884db1845.2)7kg 1 oRnee, 085231 [ “Normal |
12 Environments Scheduied Pod rook-ceph-oscid-3-7884db846-2)7kg 1 08126718, 0552
SuccessfulMounty Pl rook-ceph-osd-3-7amidbisns 27kg ! 0826718, 085230 [ “Norm |
- Policies <
SuccessfuMount o] rook-ceph-oschid-1-7884d01E46-2j7ke . ouene, oms230 [“Norma |
X Clusters SuccessTulMountvolume Pod]  rook-ceph-oscid-3-7884d0846-2i7kg 1 08726718, 0852:30 =
B oo . SuccessfuCreate Replicaset raoi-ceph-oscid-3-78B4cLIEAS 1 0826718, 0852 [ “Normal |
scaingfepicaset Deployment  raok ceph 05 ic-3 1 OB2671E, 085230 [ “Normal |
& doud Providers #od]  rook-ceph-0scHd-2-6488CE D rdcmp. 1 osnere [ “Normal |
T inage reiaries Crested Pod rook-ceph-oscHd-2-648BCE brdcmp. 1 06015 055725 [ Normal |
stared Pod rookceph-0sdid-2-648/BRCE D rdcmp. 1 08618, 085228 [“Normal |
o Settings < PO rook-ceph-0sdl1d-1.168667487.r08ur T o8ne1B, 08522 [“Normal |
Pod]  rook-ceph-0sclid-1-f68667687.r04wr 1 08126718, 085227 [ “Normal |
Startes Pod  roolceph-osdd-1-f68667687-r34ur 1 ouer1E, 085227 [ “Normal |
Createa Pod]  rook-ceph-0sdid-2- 6486 rdcmp. . oRere, 085227 [ “Normal |
Started Pod  rook-ceph-0sdlid-2-6488cEb rdcmp. 1 o8ner18, 085227 [ “Normal |
Pulled Pod| rookcephascd0-635CH6S8 bl 1 o826r18, 085226
Pl rookcceph-osdd-0-6asclbssa-m7hhl ' oanens, 085226
PoA]  rook-ceph-0scHid-0-685cT6658.m7hhl . omnsne, 085226 =
Greates Pod]  rook-ceph-0scid-1-f68667d87-r94mr 1 0826718, 085226 [ “Norma |
starte Pod| rook-ceph-oscid-1-(GB6GTEET 34w T OBRerTE, 085226 [ “Norma |
SuccessfulMountvatume Pod rook-ceph-0sdd-2-648TB8CE rdemp T om2er1E, 085226 [ “Norma |
SuccessulMounti Pod]  rook-ceph-0schid-2-648M8cE D rdcmp. 1 08126718, 085226 [ “Normal |
Successfulount o] rook-ceph-oscid-2-6481BBCSrdcmp 1 0826718, 085226 [ “Norma |
Puled Pod| rook-ceph-osdid-2-648/B8CGM rdcmp 1 ORneriE, 085226 [“Normal |
Crested PO rook-ceph-0sctd-0-685cT8658- m7hnl 1 OREr1E, 085225 [ “Normal |
staned P rook-ceph-0sdid-0-68Scie6S8.m7nhl 1 0826715, 085225 [ “Norma |
upport  Anubhav Sharma
12 Environments Environment  rook-ceph cluster
@ Dashboards <
raning sppicaton | Cluster o-
B Acviy W e Xouine Created 15 minutes aga by anubhavnirmata.com
B Alarms 5
& Wor Discovery & Routing B Config & Storage = Access Control o Actiity & Analyties [) Events & Tasks.
3% Catalog <
1 Clear All Events & Tasks
10 Environments
- policies < ) System Tasks Clear Failed Tasks
% Clisters Task Resource Duration Startat State
Create Resource Servicohceount  rookcrhclusier 23ms 0824418, 053610
B Host Groups s Create Resource RoleBinding  rook-ceph-cluster 120ms 08/24418, 05:36:10 Completed
@ Cloud Providers @ create Resource RoleBinding ook ceph-cluster-mgmt 314ms 08/24¢18, 05:36:10
Create Resource Role. rookcephcluster aams 08724418, 053610
Image Registries ~ ~
un Application | 9 Sibiasi ‘Application rook.cluster s282ms 08124418, 053335 Compieted
o settings <
m Events
Reason Resource Count LastSeen e
ReplicaSeE] rook-ceph-mond 1 08724118, 05:3 =3
Pod!  rooceph-mondhmic 1 08724718, 05:36:11 =3
SuccessluiMountvolume Pod|  rookeceph-mononmic] i 08124718, 05:36:11 [“Norms! |
Scheduled Pod rookcceph-monchmic 1 08724118, 05:36:11 [ “rormai |
sstublountoiume Pl rookcephrmon0 i 1 08124118, 05:36:11 [ “Normal |
Created Pad  rook-ceph-monGhmic 1 08124118, 05:36:12
started Pl roskcephmen0 e 1 08724118, 05:36:12 =
Pulled Pod!  rook-ceph-monGhmic 1 08724718, 05:36:12 =
Successfulbountiolume Pad]  rook-ceph-mont-Swavom 1 08124118, 05; =
Pod!  roolcceph-mont-Suawom 1 08724118, 05:36:15 =3
Pod raocepn-mont-Swam 1 08124118, 05:36:15 [ “Normai |

| wwwnirmata.com

Output through Nirmata shell into cluster
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(J /anubhav-k8s-cl

Command: sh

/ # kubectl get pods --all-namespaces
NAMESPACE NAME STATUS
ingress-nginx default-http-backend-55c6c69b88-rstfx Running
nginx-ingress-controller-8b995b966-j9dzg Running
kube-dns-5b8b%94cdcc-8q5x9 Running
kube-flannel-ds-amd64-7dql7 Running
kube-flannel-ds-amd64-bdvg8 Running
kube-flannel-ds-amd64-xgmds Running
kube-flannel-ds—-amd64-z5jn4 Running
metrics-server-59bf98b£f47-jm8dd Running
nirmata-cni-installer-6vggw Running
nirmata-cni-installer-nflsc Running
nirmata-cni-installer-nh7rl Running
nirmata-cni-installer-whx5q Running
nirmata-kube-controller-8cb95c7£6-dwpth Running
rook-ceph-system rook-ceph-agent-252v2 Running
rook-ceph-system rook-ceph-agent-8hkwq Running
rook-ceph-system rook-ceph-agent-tpdzd Running
rook-ceph-system rook-ceph-agent-xrtxk Running
rook-ceph-system rook-ceph-operator-6¢cbb486c46-j4t9b Running
rook-ceph-system rook-discover-2x8d4 Running
rook-ceph-system rook-discover-c59gb Running
rook-ceph-system rook-discover-kpx2j Running
rook-ceph-system rook-discover-kwfgg Running
rook-ceph rook-ceph-mgr-a-55cc96£574-dnvlh Running
rook-ceph rook-ceph-mon0-qj6z5 Running
rook-ceph rook-ceph-monl-wglkr Running
rook-ceph rook-ceph-mond4-zl4nr Running
rook-ceph rook-ceph-osd-id-0-685c£6658-m7hhl Running
rook—-ceph rook-ceph-osd-id-1-£68667d87-r94wr Running
rook-ceph rook-ceph-osd-id-2-648£88c6£fb-rdcmp Running
rook-ceph-osd-id-3-7884dbf846-2j7kg Running

OO0 O00O0O0O0O0O0O0OO0DO0OO0OO0OO0OO0DOODOO0OOO0ODOOO0OOOCO

Setup storage-class and replica pool -

Use the storage-class yaml for block storage -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: rook-ceph-block
provisioner: ceph.rook.io/block
parameters:
pool: replicapool
# Specify the namespace of the rook cluster from which to create volumes.
# If not specified, it will use ‘rook’ as the default namespace of the
cluster.
# This is also the namespace where the cluster will be
clusterNamespace: rook-ceph
# Specify the filesystem type of the volume. If not specified, it will use
“extd .
# fstype: xfs

Apply the storageclass.yaml to your Kubernetes cluster -

Confidential and Proprietary Page 14 of 28



nirmata

«Return to clusters list

« anubhav-k8s-cluster -
I mansged/vioa

Created € 2 Edit Cluster |

W Disable Cluster

8 Overview # Persistent Volumes 92 Roles ® Actvity | — Resize Cluster

>_ Launch Terminal

YAML
Since 6

hours ago 1230 1245 1300 1315 1330 1345 1400 1445 1430 1445 1500 1515 1530 1545 1600 1615 1630 1645 1700 17 < Download Controller YAML

100% 1y & ' ceconf e

X Delete Cluster

B Resources cPU Memary

Import replica-pool setting into your cluster application in rook-ceph
environment using YAML manifest below -

apiVersion: ceph.rook.io/vlbetal
kind: Pool
metadata:

name: replicapool

namespace: rook-ceph

spec:
failureDomain: host
replicated:
size: 2
Qinirmata @docs  @support  Anubhav Sharma (ENEED)
12 Environments Enviranment | rook-ceph cluster
@ Dashboards
cluster -
B Activity T GredngCreate X rookduster EETTES = importto Application
A Aarms B + Export Application
& Workloads 3 Discovery & Routing B config & Storage 9= Access Control ® Activity @A & Clone Application
% Catalog a # Downlozd Kubeconfig File
K2 Environments ¥ fditAcce
R Delete Application
“ Ppolicies < Resource Kind Pods services State
}; Clusters rook-ceph Cluster
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Import YAML to Application rook-cluster

0.2 KB

rook-pool.ya...

Remove file

Cancel

Verify that storage-class is configured on the cluster through Nirmata shell -

(U /anubhav-k8s-cluster.kubectl. 39092

Command: sh

/ #

/ #

/ # kubectl get sc

AME PROVISIONER

default (default) kubernetes.io/azure-disk
anaged-hdd kubernetes.io/azure-disk

rook-ceph-block ceph.rook.io/block

shared-hdd kubernetes.io/azure-disk
/ #

Verify the pool is setup with replication size of 2 -
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Command: sh

/ # kubectl describe pool replicapool -n rook-ceph
replicapool
rook-ceph
<none>
<none>
ceph.rook.io/vlbetal
Pool

Metadata:
Cluster Name:
Creation Timestamp: 2018-08-25T01:14:49Z

Resource Version: 13250
Self Link: /apis/ceph.rook.io/vlbetal/namespaces/rook-ceph/pools/replicapool
UID: 43636340-a804-11e8-9dfc-000d3a3ecda’7
Spec:

Failure Domain: host
Replicated:

Size: 2

<none>

Create a new environment and run your application

Choose Environment menu and create a new environment to run your
application -

Add Environment

Name#*

anu-devtest

Cluster#

anubhav-k8s-cluster

Isolation Level*

Namespace per Application

Namespace
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In this example, we will use mysql application with following yaml -

apiVersion: vl
kind: Service

metadata:
name: wordpress-mysqgl
labels:
app: wordpress
spec:
ports:
- port: 3306
selector:

app: wordpress
tier: mysqgl
clusterIP: None
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: mysgl-pv-claim
labels:
app: wordpress
spec:
storageClassName: rook-ceph-block
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Gi
apiVersion: apps/vlbetal
kind: Deployment
metadata:
name: wordpress-mysqgl
labels:
app: wordpress
spec:
strategy:
type: Recreate
template:
metadata:
labels:
app: wordpress
tier: mysqgl
spec:
containers:
- image: mysqgl:5.6
name: mysqgl
env:
- name: MYSQL ROOT PASSWORD
value: changeme
ports:
- containerPort: 3306
name: mysql
volumeMounts:
- name: mysgl-persistent-storage
mountPath: /var/lib/rook
volumes:
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- name: mysgl-persistent-storage
persistentVolumeClaim:
claimName: mysgl-pv-claim

Create an application in the catalog using the above yaml -

Create Application

Name#

rock-mysg|

mysgl.yam|

Remove file

Runitin your environment -

Run the Application in anu-devtest

anu-devtest
No applications
no descriptions.

Run name*

anu-sgl

Catalog Application*

rook-mysql

Run Application

Verify that application is running using persistent volumes -
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12 Environments Environment = anu-deviest anu-sql
@ Dashboards < |
$ ey X oyl
‘ Alarms 5
o% Workloads £3 Discovery & Routing B Config & Storage #= Access Control

¥ catalog &
13 Environments 4 Persistent Volume Claims

Name Storage Access Modes Phase
. Policies <

mysql-pv-claim rook-ceph-block ReadWriteOnce 7%
x- Clusters
2 Host Groups <

Verify workload status -

DEnvironments | | Envionment anudecest ) (Application. anusql | wordpressm ocld7-ndTip
© Dashboards. <
wordpress-mysql-55b46bcfd7-n47kp o-
© activity Created 4 minutes ago by Nirmata
B Alarms 5
% Catalog < 0 0 16 0B 0B
Marms Restarts o Vemory Byesin aytes out
B Environments
- buices ¢ [ = rodstas
H Clusters ” Workload Contraller B Expose conuroller as a Servie
Phase: Running
B HostGrowps < StartTime: 2018-08-27704117:202 Name: wordpress-mysql
HostIP: 165.0.04 Xind: Deployment
@ Coud provcers Fod e derd stat
= 05 Class: Bestefo Pods: 10f1
K Image Registries ot R
# Seaings < Running Services
Reason Update On L
o Memory sute
“minues ago
e wordpress-mysa 005 16.06% "
Sl Running Containers
Name image Restarts state
mysal mRas6 o
B Pod Spec B View Pod Template
anubhavkashg.67991
Ay
;%
e cefaut
i defout
Hostname:
Scheuler Name: defaul-scheduler
NS Pollcy: Clusterfirst
ks Containers Ports.
app=wordpress mysa mysall 3306/7CP
nirmata.fideployment.name=wordpress-mysal
s /bl tion n-ant s
‘nirmata.io/environment.name=anu-devtest Volumes e Peoy
der-mysql < oken-576m
nitmata.o/appiication namesrookimysal defaurokensTim Dermit Made
‘nirmata.io/compon ent=wordpress-mysqi Eption]
Jod-template-hash=" R e persbterohrpetiin Claim Name mysal py-clim
pod-te g\l: h=1160267983 ysal-persist & sit e Read Only

Verify persistent volume info

«Return to clusters list

anubhav-k8s-cluster o

IS ranaged/vioa Created 2 days ago by anubhav@nirmata.com

B Overview 4 Persistent Volumes = Roles 0 Activity il Analytics

Name Labels State
pvc-14c62676-a9b0-11e8-9dfc-000d3a3ecda? 1 Label

Verify pod status from Nirmata shell -

Confidential and Proprietary Page 20 of 28



nirmata

() /anubhav-k8s-cluster kubect|.39092

d:sh
|/ # kubectl deecribe pods wordpress-myaql-55b46bofd7-nd7kp -n enu-sql-anu-deviea

wordpress-nysql-55basbotal-na7kp
anu-aql-anu-devtest

anub ~hg-67991/165.0.0.4
Mon, 2018 04117120 +0000
app=wordpress

i 1ication .name=rook-mysql
‘application.run=anu-sql

165.8.0.10
Replicaset/vordpress-nysql-55b4 sbotd]

dockers //20460a2a497576562361944EbbA8Sb09eI91e£ 848233d5426898 14e3d3a1684c
mysqlas.s
docker-pullables//mysqlesha256:2e48936690b9416048900369aa174£01£730125363d944950£ d09115£451 3009
3306/%cR
Running
Mon, 27 Aug 2018 04517556 +0000
True
Restart Count: 0
Eavironments
MYSQL_ROOT_PASSWORD:  changene
Hountss
/vax/Lib/xcok from mysql-persistent-storage (iW)
/vaz/zun/secrets/kubernetes Lo/ sexviceacoount from default-token-tS7En (o)
onditionss
status
Initislized  fTrue

‘mysql-peraistent-storage:
+ ntVoluneClaim (a reference to & PersistentVolumeClaim in the same namespace)
ClainName: mys claim
Readonly:  false
default-token-ts7fm:
Type: Secret (a volume populated by a Secret)
Secretname: default-token-t57fm
Optional:  false
Qo8 Class: BestEffort
iode-Selectors: <nons>
olerations: node. kubernetes. io/not-ready:lioExecute for 3008
node. kubernetes. io/unreachable:NoExecute for 3008

Verify data persistence across replication with host failure scenario -

1. Navigate to Environments—Environment Name— Application—Pod Name

2. Click the container name (mysql) under Running Containers
3. Click the Gear Icon on top right—Launch Terminal

I2 Environments Environment = UAT-DC-EnvD1 App

= Container Stat

State

4. Leave sh as Command, click Connect Terminal
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Change terminal settings X

5. In the terminal window, enter mysqgl command to connect to mysql database as
root user

mysql -u root -pchangeme

Command: sh

# mysgl -u root —pchangeme

arning: Using a password on the command line interface can be insecure.
elcome to the L monitor. Commands end with ; or \g.

Your MySQL connection id is 1

Server version: 5.6.40 MySOL Community Server (GFL)

Copyright (c) 2000, 2018, Oracle and/or its affilistes. All rights reserved.

Oracle 1s a reglstered trademark of Oracle Corporation and/or its
ffiliates. Other names may be trademarks of their respective

'\h" for help. Type "\c"' to clear the current input statement.

6. Create new database
mysql> create database testrook;
Query OK, 1 row affected (0.00 sec)

7. Verify
mysql> show databases;
R e e T T +
| Database /
e +
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| information_schema |
| #mysql5e#lost+found |

| mysql /
| performance_schema |
| testrook /
e +

5 rows in set (.01 sec)

8. Connect to new database
mysql> use testrook;
Database changed

9. Create new table
mysql> create table employee (
id INT AUTO_INCREMENT PRIMARY KEY,
name varchar(20),
dept varchar(10),
salary int(10));

Query OK, © rows affected (0.12 sec)
10. Insert few records in the new table

mysql> insert into employee values(100,'Thomas’,'Sales’,5000);
Query OK, 1 row affected (9.08 sec)

mysql> insert into employee values(200,'Jason’,'Technology',5500);

Query OK, 1 row affected (0.11 sec)

mysql> insert into employee values(300,'Mayla’,'Technology', 7000);

Query OK, 1 row affected (0.06 sec)

mysql> insert into employee values(400,'Nisha’,'Marketing',9500);
Query OK, 1 row affected (.05 sec)

mysql> ;
Query OK, 1 row affected (9.05 sec)

11. Verify
mysql> select * from employee;
Fmmm-- Fmmmm - Fmmmmmmmmm—— Fmmmmmmm- +
| id | name | dept | salary |
mmm-- Fmmmm - Fmmmmmm e Fmmmm - +
| 160 | Thomas | Sales | 5eee |

| 200 | Jason | Technology | 5500 |
| 360 | Mayla | Technology | 7000 |
| 460 | Nisha | Marketing | 9500 |
| 560 | Randy | Technology | 6600 |
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5 rows in set

12. Exit from mysql and terminal

mysql> exit

(9.00 sec)

Disable host running the current pod

1. Find the Host where the Pod is running by navigating to
Environments—Environment Name— Application—Pod Name (Host IP shown
under Pod Status)

= Pod Status

Phase:
Start Time:
Host IP:
Pod IP:
QOS Class:
Condition
+ Initialized

+ PodScheduled

+ Ready

Running

2018-08-27T05:17:37Z

165.0.0.6

165.8.2.14

BestEffort

Reason Update On

15 hours ago
15 hours ago
15 hours ago

Workload Control

Running Services
Name

wordpress-mysq|

ller

Name:
Kind:
State:
Pods:

Running Containers

Name

mysgl

Image

mysql5.6

wordpress-mysg|

Deployment
1of1
CPU Memory
0.06 % 15.63 %
Restarts
0

nirmata

@ Expose controller as a Service

State
| Running_ S
State
=]

2. As an admin user, go to Clusters—Cluster Name (running this environment).
Click View details in Node box, click the gear icon next to the Host running the

Pod, click Disable Node

@ anubhav-k8s-cluster i

Ready

Name

anubhav-k8s-hg-59479

anubhav-k8s-hg-38899

anubhav-k8s-hg-67991

anubhav-k8s-hg-86436

4 Click Disable Node to confirm

Master

Confidential and Proprietary

Labels

15 Labels

15 Labels

15 Labels

15 Labels

IP Addresses

40.122.71.94,165.0.0.5

40.12231.24,165.0.0.6

40.113.200.218, 165.0.0.4

40.113.236.5,165.0.0.7

Connection State Cluster State

Connected Ready &~

Connected Ready &~

Connected # Manage Labels
Il Disable Node

SOl * Delcte Node
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Disable Node

Disable Node anubhav-k8s-hg-38899?
All pods an this node will be rescheduled on other nodes.

Cancel Disable Node

anubhav-k8s-hg o

Created 3 days ago by anubhav@nirmata.com
106 Containers 4 0f 4 Hosts Used 5% CPU Used 37% Memory Used
Name Labels Instance Id Agent Docker IP Addresses Memory (MB) Containers State
- 40.122.71.94 "
anubhav-k8s-hg-59479 15 Labels anubhav-k8s-hg-59479 123 17.06.0-ce 165.0.0.5 3441 3 Connected .34
5.0.0.5
anubhav-kBs-hg-38899 15Labels  anubhav-kBs-hg-38899 123 17.06.0-ce ?Z; 520361 2 3441 29 -
anubhav-k8s-hg 67991 15labels  anubhav-kes hg 67991 123 17,06.0-ce fg; ;302400 218 3441 27 -
40.113.236.5
anubhav-k8s-hg-86496 15 Labels anubhav-k8s-hg-86496 13253 17.06.0-ce 165.0.0.7 3447 19 Connected .34

Verify data in the new Pod

On disabling the node where the original Pod was running, Kubernetes will reschedule
the Pod on another available host in the cluster. Pod name will be different from the
original one. Verify by navigating to Environments—Environment
Name—Application—Pod Name
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wordpress-mysql-5dbdf49975-6b4xh

nirmata

L -

0 0

Alarms Restarts cPU Memory Bytes In

= Pod Status

Workload Controller
Phase: Running

Start Time:  2018-08-27T20:02:01Z Name:  wordpress-mysql
HostIP:  165.0.0.4 Kind:  Deployment
Pod IP:  165.80.17 State:

QOS Class:  BestEffort Pods: 10f1

Running Services
Condition Reason Update On

Name CPU Memory
+ PodScheduled 2 minutes ago

wordpress-mysq| 0.06 % 1563 %
+ Initialized 2 minutes ago
v Ready a minute ago Running Containers

Name Image Restarts

mysql mysql:5.6 o]

Login to mysql database

1. Navigate to Environments—Environment Name—Application—Pod

Created a minute ago by Nirmata

Bytes Out

@ Expose controller as a Service

State
| Running_ [
State
[“Rurning IS

Name—mysql (under Running containers). Click the gear icon on top

right—Launch Terminal

I3 Environments Environment . UAT-DC-EnvOD1 Application = mysgl-rook-repl-app Pod = wordpress-mysgl-7567dcd8Sb-8wij2

mysq|

0 0.03 % 11.¢

Restarts cPU

0B

Bytes In

3
S O
o
<)

=

= Container Status

State
Ready: true

State:

Startat:  2018-07-25T03:23:327

Image:  mysqli5.6

Image ID:  docker-
pullable://mysqi@sha256:20e32fba52c2e6708fd
827678287 debe3554febced25adeB8686363d440
Oceda

Container ID:  docker://4b1660048c3fa94cfcafc/bdce96c51bdd
814eef21d1f05eeelbf1f1c4186c68

1. Leave sh as Command, click Connect Terminal

Confidential and Proprietary

>_ Launch Terminal

0B

Bytes Out
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Change terminal settings X

2. In the terminal window, enter mysqgl command to connect to mysql database as
root user

mysql -u root -pchangeme

Command: sh

# mysgl -u root —pchangeme

arning: Using a password on the command line interface can be insecure.
elcome to the L monitor. Commands end with ; or \g.

Your MySQL connection id is 1

Server version: 5.6.40 MySOL Community Server (GFL)

Copyright (c) 2000, 2018, Oracle and/or its affilistes. All rights reserved.

Oracle 1s a reglstered trademark of Oracle Corporation and/or its

ffiliates. Other names may be trademarks of their respective

'\h" for help. Type "\c"' to clear the current input statement.

3. Verify “testrook” database

mysql> show databases;

dmmmmm e +
| Database /
Fmm e +

| information_schema |
| #mysql5e#lost+found |

[ mysql /
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| performance_schema |
| testrook /
dmmmmmmmmmmeememaaa- +

5 rows in set (0.01 sec)

4. Connect to testrook database
mysql> use testrook;
Reading table information for completion of table and column names
You can turn off this feature to get a quicker startup with -A
Database changed

5. Verify records in employee table

mysql> select * from employee;

- dmmmm - dmmmmm - Fmmmm - +
| id | name | dept | salary |
- Fmmmmm R T Fmm +

| 100 | Thomas | Sales | 5ee00 |
| 200 | Jason | Technology | 5500 |
| 360 | Mayla | Technology | 7000 |
| 460 | Nisha | Marketing | 9500 |
| 560 | Randy | Technology | 6600 |
dmmmm- dmmmmmmm- N Fmmmmmma- +
5 rows in set (0.00 sec)

6. Exit from mysql and terminal
mysql>exit;
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